ALA ma;luscript no. 1 .

(will be inserted by hand later) | ASTRONOMY |
AND

Your tllCSﬂlll‘US codes are: ASTROPHYS'CS

13(03.01.2; 03.09,2; 03.13.5; 03.20.2; 05.01.1; 08.09.2) | 6.61993 5

Measurement of the atmospheric limit to narrow-angle
interferometric astrometry using the Mark IIl stellar
interferometer

M. M. Colavita
Jet Propulsion Laboratory, California Institute of Technology, 4800 Oak Grove Dr.,Pasadena, CA 91109, USA

Received date; accepted date

Abstract. Measurements were made with the Mark Il stellar interferometer in order to verify predictions for the
accuracy of very-narrow-ang]e interferometric astrometry. The Mark 111 was modified to observe simultaneously on
its 12-111 basecline the phase of the fringe packets of the primary and secondary of the 3.3” binary star « Gem. The
residuals of the phase difference between primary and secondary were analyzed for 6 data segments taken over two
nights. Examination of the Allan variances of the data out to a measurement limit of 8 min indicate that the error
is white, as predicted. The mean fluctuations of the residuals corresponds to an astrometric accuracy of 21 pas/vh,
which is in good agreement with the predictions of atmospheric models. An accurate separation for « Gem was aso
determined: 3.281”%: 0.01” at position angle 73.23°zL0.15° for 1992.9589.
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1. Introduction

Atmospheric turbulence is the limiting factor for all ground-based astrometric measurements. While differential mea-
surcments have smaller errors than absolute measurements, and also exhibit a white-noise error power spectrum, they
are still limited by turbulence. The detailled error behavior for a differential measurement depends on the relationship
among the star separation, the mean atmospheric height, and the instrument bascline. in particular, it is convenient
to define the isokinetic angle 0k as B/h, where Bis the instrument baseline (or telescope diameter) and h is a mean
atmospheric height. Yor star separations 0> 0x - the usual narrow-angle regime - theecrror €ag in a differential mea-
surement is dependent only weakly on the star separation and the instrument baseline. However, for @ < 0k, the error is
strongly dcpendent on both separation and baseline length. More precisely, in terms of a standard infinite-outer-scale
Kolmogorov atmospheric model, the variance in a differential measurement can be written (Lindegren 1980; Shao &
Colavita 1992)

2. ~ 595 []1‘4/302fdhCﬁ(h)h?W‘l(h)] -1
A8 = T 0%/3 [ dhC2(h)RPPW-1(h) ’

[o< O, t > B/W ] L
0> 0k, t> (0h)/W} @)

where C?(h) is the turbulence profile as a function of height, w isthe wind speed, and ¢ is the integration time. This
expression is plotted in Fig, 1 using atmospheric parameters appropriate to Mauna Kea, Hawaii.
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2 M. M: Colavita: Measurcment of the atmospheric limit to narrow-angle interferomet ric astrometry

Fig. 1. Differential astrometric error for several baseline lengths using measured Mauna Kea turbulence profiles and an iute-
gration time of 1 h; from Shao & Colavita (1992)

The desirable behavior in the regime @ <0k, where the error standard deviation is lincar with star separation and
inverscly proportiona to (bascline)?/3, can be exploited with long-baseline infrared interferometry (Shao & Colavita
1992). in particular, with observations at 2.2 pum, phase referencing to synthesize long coherent integration times in
order to select faint, nearby reference stars, and with long baselines to reduce atmospheric and photon noise errors,
differential mcasurements with an accuracy of tens of microarcscconds (jzas) per vh should be possible. Such accuracy
would alow for the astrometric detection of exoplanets from the ground.

While measurements of the behavior of differential measurements in the regime > 0k exist and are consistent with
Eq. (]) (Han ]989), quantitative measurements of astrometric behavior in the regime 0 < 0k arc sparse. Measurements
by Gatewood (199 1) using trail plates from the 3 .6-m CFH telescope on Mauna Kca confirmed the improved astrometric
behavior which occurs for small star separations; however, the noise floor of the measurements prevented a quantitative
assessment of the performance for 6 << 0k.The objective of the present investigation was to confirm Eq. (]) in the
very-narrow-angle regime with respect to overall scale factor and the predicted white-noise behavior for one set of
baseline and star-separation parameters. To this end a set of observations were conducted using the Mark 111 stellar
interferometer on Mt. Wilson.

Section 2, below, describes the instrument configuration used in this experiment. Sections 3 and 4 describe the

obscrvations and the data processing. Finally, Sects. 5 and 6 provide a discussion of the experimental results and some
conclusions.

2O Instrument configuration

The measurements described below were made with the Mark 111 stellar interferometer, a long-baseline optical in-
terferometer on Mt. Wilson (Shao et al. 1988a). The Mark II 1 was modified to simultaneously observe, on separate
channels, the fringe phase from two stars separated by several arc seconds. The target for these measurements was the
binary star a Gem.

To properly exploit the atmospheric behavior in the very-narrow-angle regime, an interferometer should incorporate
a dual-beam feed at each aperture to separate the light from individua stars in the field and route it to separate optical
trains and beam combiners to simultancously measure the fringe phases. However, with a single-beam instrument like
the Mark 111, a simultancous differential mcasurement can be accomplished by choosing a pair of stars within the
subaperture beam and separating them in delay space. In particular, rather than choosing a very-narrow-bandwidth
filter as would be appropriate for synthesis imaging of the entire field, wider filters are used such that the fringe packets
from the two stars do not overlap. The pupil is then partitioned into subpupils with separate detectors and different
delays so that simultaneous phase measurements can be made for the two stars. The disadvantage of this scheme is
the loss of light duc to pupil division and the extra noise resulting from the incoherent background from the second

star in each channel. However, for the purposes of this experiment, the resulting restriction to bright sources is not a
problem.

Gatewood refers to the region of improved performance as the isokinetic patch; thus the description of 6« as the isokinetic
angle.

1




M. M. Colavita: Mcasurement of the atmospheric limit to narrow-angle interferometric astrometry 3

Figure 2 illustrates the instrument configuration used for these measurcments. In normal operation of the Mark 111
light from the north and south arms is routed through optical delay lines and combined at abeamsplitter. The
beamsplitter outputs are divided into a wideband channel for tracking the white-light fringe and three narrowband
channels for precise amplitude measurements. Pathlength (temporal) modulation introduced by one delay line, in
conjunction with binning of the photon counts, is used to measure the fringe parameters in each channel at a 4-ins
rate. The fringe phase from the white-light channel is used in real time to control the position of the second delay line
in order to track the atmospheric phasc fluctuations.

Fig.2. Optical schematic of the Mark 111 interferometer as configured for these measurements and the pupil geometry which
as_used

For the measurements described here, the instrument was modified as shown in the figure by dividing the §-cm-
diamcter fringe-tracking pupil into adjacent semicircular subpupils and using separate detectors for each. The light
from the primary subpupil was divided into three spectral channels: a wideband channel (no. 1), N560-1000 nm, for
fringe tracking in the usual way, and two narrowband channels (nos. 4 & 3), one at 700 nm, 25-rim wide, and a second
at 500 nm (the light from this channel was not used here). The light from the secondary subpupil was detected on a
single channel (no. 2) also using a 700 um, 25-rim wide filter. For this experiment channels 1 and 2 used high-sensitivity
silicon photon-counting avalanche photodiode detectors (A PDs), while the other channels used GaAs photomultiplier
tubes.

T'o simultaneously detect the fringe packet from the secondary star in channel 2 while fringe tracking on the primary
star, a pair of rotating glass plates were inserted into the secondary subpupil. As shown in the figure thesc plates act
as differential delay lines to modify the total delay to the proper value needed for the secondary star. The plates were
12.7-mm-thick BK7, shaped to minimize obscuration of the annular portion of the pupil used for angle tracking. For
this experiment, which had the secondary star north of the primary star, the plate in the south arm was adjusted
normal to the beam, while the tilt of the plate in the north arm was adjusted using a motorized translator. As a
function of rotation angle O, the delay = introduced by each plate is given as

~_ 1(ng—nacos(0-0"))
= Cos ©'

where ng and n, are the indices of the glass and air, 1 is the plate thickness, and ©’ is the internal angle
sin”!(na SNO/ng).

The coherence length of the narrowband filters used in the experiment is ~20 zm, which establishes the accuracy
with which the differential delay must be set. In a practical dua-beam interferometer the differential delay would
be monitored by a separate metrology system and would be adj usted continuously to maintain coherence. For this
experiment, which did not incorporate additional metrology beyond that used on the main delay lines, the rotating
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plate was moved to fixed positions. The secondary fringe was then allowed to drift through the coherence length of
its filter with earth rotation as the fringe on the primary was tracked by the main delay line. Using its translator, the
delay introduced by the rotating plate could be set to ~5 um.

The required differentia delay is easily determined from the standard expression for the overall delay z:2== D . §,
where I3 is the bascline vector and §=2 cos § cos H —y cos é sin I{ + 2 sin § is the source unit vector in equatorial
coordinates (H = 11A, § =decl. ). For a small separation between stars of A§and Ae in declination and right. ascension,
the differential delay is given by (cf. Thompsonet a. 1986)

Az = I3 - AS, (3)
where

A§ =~ &(—sinbcos HAS + cosésin HAx)

+ g(siné sin HAé+ cos 6 cos /] Aa)
+ (cos 6A6). (4)

For the small separations of the experiment, this is an excellent approximation.

3. Observations

The instrument configuration used for these measurements imposes several constraints on the target stars: a) the
primary star needs to be bright, as the fringe-tracking aperture is half the normal size, b) the magnitude difference
between the primary and secondary needs to be large enough that there is no ambiguity between fringe packets for
the white-light tracker, but small enough that the background from the bright star docsn't overwhelm the signa from
the dim star, c) the difference in delay between stars needs to be larger than the coherence length of the narrowband
filters to prevent overlap of the fringe packets, and d) the star separation needs to be within the isoplanatic patch to
allow the primary to serve as a phase and angle-tracking reference for the secondary.

The visua binary o Gem (ADS 6175; HR 2891, 2890; R. A.(2000)07%34™37*, decl. +31 °53'24"; ml = 1.94, my =
2.92) (cf. Hirshfeld & Sinnott 1985) meets the requirements above and was used at the target for these observations.
As the two components arc of similar spectral type (A 1V and A2Vm), the magnitude difference at 700 nm should be
closc to the visua difference. For these measurements the approximate binary separation was 3.3" a a position angle
of 75° as a Gem has a period of at least 400 y, orbital motion during the observations can be ignored.

The 12-m N-S astrometric baseline of the Mark 111 was used for these measurements. Mcasurements were conducted
over three nights in 1992: 9 Dec., 16 Decc., and 17 Dec. The first night was used for coarse astrometry and calibration
of the differential delay; the data presented here arc from the last two nights. These data consist of six segments, each
longer than 15 min. They arc delimited by changes in the fixed differential delay or by gaps in the data recording duc
to media changes. The basic observational parameters of these data segments arc givenincols. 2-4 of qable 1, and
arc aso shown in Fig. 3, which plots the sguared visibility amplitude (V9 on the secondary channel as a function of
time as earth rotation sweeps the secondary fringe through the coherence length of the narrowband filter; the symbols
on the graph indicate changes in the differential delay introduced by rotating the plate in the north arm to a ncw
position.

Fig. 3. Squared visibility amplitude (v?) vs. time for the two nights analyzed here. The horizontal lines and letters identify
the six segments andyzed in detail. Thesymbols indicate the times at which the differential delay was changed
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Table 1. Summary of observations

(1) 2 ©) @ (5 (6) (M ® ©) (To)

Segment UT date start time duration num pis ZA Ox o seeing 8o
o (h) (rein) (49 (deg) (pm) (cm @0.55 um) (arcsec) (arcsec)

- A " 16 Dec 92 8.37 404 267 125 8.6 155 0.73 2,75

B 16 Dec 92 9.77 37.8 392 51 7.7 17.6 0.64 3.63

C 17 Dec 92 6.83 474 595 30.9 6.0 23.7 0.48 257

17 Dec 92 7.69 28.8 324 22.4 6.7 20.8 0.55 297

15 17 Dec 92 8.18 175 240 17.3 6.0 23.8 0.48 2.98

I 17 Dec 92 8.59 35.8 356 )0.6 6.0 23.9 0.47 2.64
cl 17 Dec 92 5.86 3.1 33 47.3 8.0 17.0 0.67 -
c2 16 Dec 92 1160 44.0 312 27.3 8.6 155 0.73 -

Table 2. Summary of measurements

(@) o) (3) 4 (5 (6) (7 (8) 9 (10) (11) (12) (13)
segment Np 14 SN RZ N, v? SNR?  T%  SNR} oPN OaxA Ohza €a6
(4 ms) 4 ms) (4 ms) (4 ms) 4 9 pm(4 9 um(4 s) pum(4 s) pas/vh
A 15.0 0.131 0.79 68.4 0.023 0.63 -0.103 152 0.029 0.051 0.043 24.6
B 16.9 0.144 0.98 67.2 0.021 0.58 0.191 304 0.020 0.033 0.026 149
c 18.3 0.219 1.62 56.8 0.031 0.72 0.085 22.9 0.023 0.048 0.042 24.3
D 18.1 0.221 1.62 55.7 0.012 0.28 0.126 145 0.029 0.050 0.041 234
K 194 0.229 181 59.5 0.019 0.45 0.127 24.3 0.023 0.038 0.031 17.8
T 191 0.214 1.66 58.7 0.035 0.84 0.091 28.3 0.021 0.045 0.040 23.2
C1 17.0 0.192 1.32 55.8 0.083 1.88 0.448 213.0 0.008 0.016 0.014 -
C2 184 0.158 1.18 61.9 0.003 0.07 0.480 11.8 _ 0.032 0.041 0.025 -

4. Data processing

As mentioned above, the Mark 111 uses pathlength modulation with 4 time bins to measure the fringe parameters. From
the photon counts for cach time bin, the quadratures X and ¥ and total photon count N per frame are determined
for cach of the 4 spectra channels. These data, plus the position of the laser-monitored delay line, arc recorded every
4 ms when the instrument is locked on the white-light fringe.

From these data the square of the fringe visibility in the primary and secondary 700-11111 narrowband clnannels,Vp2
and V2, is estimated with the usual unbiased estimator (Shaoct a. 1988b)

V2= (n?/2)< X2 4 Y2~ N>/ < N>? (5)

where the indicated averaging is over M frames. I'or this experiment M =1 000 4-ms frames were used for a nomina
intermediate integration time (for contiguous data) of 4 s. These fringe visibilities are reduced from unity by severa
factors: systematic instrumental effects, atmospheric turbulence, the finite diameter of the source, dark count (uncor-
recled in the expression above, but small), and the (incoherent) background from the other star. In particular, if we
lump al but the last term into calibration constants Vcﬁ, and V2, the expected values for Varc

c8?

V= Va3 [R/(R A1)
V2 = V214 D (6)

where R (> 1) is the intensity ratio of the binary. For cr Gem, J¢ = 2.47, so the reductions in V?beyond the ordinary
calibrations are 0.51 and 0.083 for the primary and the secondary at the peak of their coherence functions. Without
attempting to be particularly quantitative, the caibration constants V.2 for these data are in the range 0.25-0.50, with
the lower end of the range appropriate for the first night. These values are smaller than normally encountered with the
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Mark 111 for quantitative visibility measurements because of the usc of the off-axis apertures described above, which
are more sensitive to guiding errors and residual system aberrations than the normal 2.5-cm centered apertures used
for the narrowband channels. Columns 2-7 of Table 2 summarize N and V*for the data. The entries denoted SNR?
arc the square of the signal-to-noise ratio in 4 ms, calculated as SNR’=(4/7?)NV?; in the photon-rich domain, the
variance of a phase measurement is given as 1 /SNR?. The much higher photon count in the secondary channel is
attributable to the high-quantutn-efficiency APD detector.

The fundamental observable for this experiment is the phasc difference A¢ = ¢1— ¢2 between the primary and
secondary components (or Ax =k~ 1A¢,k=2n/), A= wavelength). However, asinspection of ‘I'able 2 indicates,
the SNR per 4 ms in the narrowband channels is inadequate to provide an unbiased phase estimate on that time
scale. Thus some sort of phase referencing, exploiting the isoplanatic separation of the binary components, is needed
to increase the SNR before calculating the phase from the quadrature. Ordinarily, one would phase reference the
narrowband channels to the wideband primary channel. However, as the SNR in the narrowband primary channel is
21, there is little SNR penalty in phasc referencing the narrowband secondary channel directly to the narrowband
primary channel, and the phase difference computed in this fashion was used here. The appendix provides details of
computing the phase difference, as well as the properties of the phase-difference estimator.

Like the visibilities, the difference phasors were averaged coherently for 1000 4-ins frames. As shown in Fig. 4, which
illustrates the processing for segment C, the estimated phase wraps over an interval of 700 nm as the secondary fringe
sweeps through the coherence length of the filter. The chosen coherent integration time yields residual errors much
smaller than wrapping interval so that the data can be unwrapped without ambiguity. In addition, a a 4 s integration
time, the knee of the equivalent low-pass filter falls below the baseline cutoff frequency W/B in the phase-difference
power spectrum, below which the spectrum should be white.

ig. 4. Intermediate outputs in the processing of segment C

Only minor editing of the data was performed at this stage; no editing was done on the raw quadrature or photon
counts. In this experiment, in which the differential delay line moves only in steps, so that the phasc difference varies
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continuously, an excessively long intermediate integration time will blur the phase difference and thus reduce its SNR.
More preciscly, assuming a linear phase change (A¢)max during the integration, the SNR of the phase difference is
reduced by 1 — sinc((A¢)max/2), where sinc()= sine/(), For a maximum SNR reduction of 5%, the total sidereal
phase change during the integration must be <1.1 rad. For this experiment, the sidereal change during the nominal 4-s
coherent integration time is much less than this value. However, due to occasional loss of lock and the time required for
fringe reacquisition, data is not recorded at a 100% duty cycle, and the actual time required to obtain 1000 frames can
exceed 4 s. Consequently, we edited out those points whose duration was such that the constraint above on sidereal
motion during the integration time was cxcecded. While it would be straightforward to incorporate the sidereal motion
into the phase-reference calculation to allow for arbitrary coherent integration times, the fraction of rejected points
was < 0.5%, so this step was not taken. Finaly, onc 6-o outlier was deleted from segment C. No further editing was
performed. Column 5 of Table 1 gives the number of 1000-frame points (henceforth 4-s points) pcr segment analyzed
in dctail below.

For each data segment, a best-frt sidereal sinusoid was subtracted from the 4-s points, and the Allan variance of the
resduals was calculated asin Sect. 5.1. The Allan standard deviations a 4 s (i.e, the first Allan point) are recorded
in col. 11 of Table 2. Concurrent with the phase-difference calculation, the signs]-to-noise ratio of the phase-difference
estimator and the cross coherence were calculated as deseribed in the appendix, These quantities arc included in cols. 8
and 9 of ‘1'able 2; col. 10 gives the predicted photon-noise contributions to the residuals corresponding to the phase-
difference SNR. Column 12 of ‘I’able 2 gives the Allan deviations of the residuals corrected for the photon-noise hias;
in principle, these corrected values represent the atmospheric noise only. For al of the observations presented here,
the projected interferometer baseline was within 0.4% of its 12 .0-m physical length. Using this value to convert the
phase differences to angle, and hypothesizing white-noise behavior, yields the last column of ‘I’able 2, which expresses
the photon-noise-corrcctcd deviations in terms of pasastrometric error per vh integration time.

5. Discussion
5.1. Shape of the phase-difference pourer spectrum

Onc of the goals of this investigation was to verify that the power spectrum of the phase difference is white, as
predicted, alowing for a4/1 improvement in astrometric accuracy with increasing integration time. Thus we computed
for cach segment the Allan variance (cf. Thompsonet a. 1986) from the 4-s residuals z;. The Allan variance afp, A d
lag 1 (1>1) was calculated as

| M2t g 0= 2
037,[\ = E(m——f —_21) Z% (ii Z Tnim —— Tng 4 n)x ) (7

mz=0

where M’ is the total number of points. ¥or this calculation the data points in each segment were simply concatenated
without time-tagging, i.e., they were assumed evenly spaced at 4-s intervals. Because of irregular sampling, discussed
above, this has the effect of dlightly blurring any narrow spectra] features which may exist in the data, but would
not obscurc trends indicative of non-white behavior. The Allan-variance points were corrected for photon-noise bias
using the values given in col. 10 of ‘1'able 2 as (az‘A)c(l):az,A(l)—a?,N/I.']‘hc square roots of the uncorrected and
corrected Allan variances for 1 =1 are the values giver” in cols. 11 and 12 of the table.

inspection of the Allan variances at this stage revealed a broad spectral feature for certain of the segments at an
integration time corresponding to the mean fringe-wrap period (cf. Fig. 4). This feature was identified as leakage of the
bright primary into the tails of the secondary narrowband cohecrence function, which is consistent with the observation
that the strength of the feature was largest for those segments with the smallest differential delay.? Thus, assuming
constant primary leakage for each segment, we subtracted a best-fit sinusoid at the wrap rate from each data set and
recomputed the Allan variances with the bias correction. Figure § plots the Allan deviations vs. integration time for
the six segments analyzed here. The spacing of data points is 4 s. The maximum integration time plotted was limited
to that which yielded 4 independent terms in the outer average of the Allau-variance calculation (i.e, 1< M’/5), a
which point the SNR pcr point (assuming a white-noise spectrum) was ~1 ,2. The Allan deviation of a white-noise
process exhibits v/ behavior, illustrated by the solid lines in the figure. Over the time duration shown in the plot,
which extends to ¢ ~ 8 rein, the atmospheric residuals arc consistent with the predicted white-noise behavior.

’1f for some reason the effective pathlength-mod ulation stroke were mismatched to the wavelength, it would also introd uce a
phase-measurement error periodic with the wrap rate. However, this error would be at the second harmonic of the wrap rate
(Colavitact a. 1987), while the spectral feature we scc is at the fundamental, with negligible second-harmonic content.
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Fig. 5. Allandcviations for the six segments as a function of time after subtraction of the primary lcakage.These values have
been corrected for the photon-noise bias.The plotting interval is nominally 4 s (scc text), The solid lines, which illustrate v/t

5.2. Photon-noise floor and performance of the phase-difference estimator

Two cdlibration data sets were analyzed to examine thesystem noise floor and phase-difference estimator performance.
These are identified as segments Cl and C2in Tables 1 and 2, which include the relevant observational and measure-
ment parameters for these data. For these segments the differential delays were set so that both channels measured
tbc phase of the primary star. For segment Cl the differential delay was set near zero to yield a strong signa in
both channels, for segment C2 the delay was set somewhat away from zero to yield only a weak primary signa in
the secondary channel. Segment Cl ecstablishes an upper bound on the systematic noise floor of this experiment. For
this high-SNR case the rms of the residuals fals a factor of two below the smallest rms measured for data sets A-F.
Clearly, the fact that the Allan variances do not exhibit non-whit¢ behavior at large lags also indicates that the system
noise floor is lower than the atmospheric noise floor over the time scales of this experiment.

Segment C2 serves as a test of the accuracy of the predicted photon-noise bias which is subtracted from the data
sets above. With its low SNR, the rms of its residuals is much higher than for Cl and is dominated by the photon noise
of the phase-difference estimator. However, subtracting the predicted photon-noise variance yields a corrected residual
which is dtill larger than for Cl. This implies that the predicted photon-noise bias calculated from the estimated
phase-difference SNR, may slightly underestimate the true bias. Thus the bias corrections applied to segments A-F
should be conservative. If the bias corrections applied to the segments were scaled such that the corrected residuals
for Cl and C2 were the same (a scaling of 20% in the standard deviation orn), the mean astrometric error for the 6
data sets would be reduced 10%.

‘1’here arc some additional points worth commenting on regarding these two data sets. As the pupils used for
the two channcls are separated spatially, the residuals of the phase difference will remain nonzero even though both
channels arc observing the same source. The size of this term is readily calculated. Starting with Eq. (1), wc substitute
d, the mean separation of the two beams, for Oh, and convert to fringe position by multiplication by B?, yielding

A&, = 5.25B%/%4? J ARC2(WW 1)1, t > BIW, ®

or, with W(h) = W, this expression can be written in terms of ro=1.68[k? [ dhCZ(k))~%/® as

d 1/3 573
Ay = 12.5k“21}(ﬁ) (1—) (W)™}, t> B/W. 9)
0

For this experiment the mean separation between beamsd is 2.5 cm (the smoothing caused by the finite pupil extent
aflects only the high-frequency portion of the power spectrum and thus docsn’'t play a role in this calculation).
Substituting 7o =21 cm at A= 0.55 (calculated below), and W = 10 In/s, a typica value, yields ¢ar = 0.010pm rms
a == 4 s, which is consistent with the 0.014 pm rms computed for segment Cl.
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T'he other point relates to the cross coherence I'2. If we let ¢4 , be the variance of the phase-difference fluctuations
during the coherent integration time - wc assume that the cohcrent integration time is long enough that the full
variance, rather than a high-pass-filtered version, is appropriate - then I'} is given by

17 = cxp(—ohq), (10)

as discussed in the appendix. For two rays separated by distance d, the variance is given by the standard result (cf.
Roddier 1981): ”%sﬁ: 2 x 6.88( d/ro)%/3, where the factor of 2 accounts for assumed independent contributions from
each aperture, a good approximation when 13 >>r . With d = 2.5 cm and ro(700 nm) = 28 cm, ofw = 0.25 rad?. In
reality, there will be substantial aperture smoothing of the variance due to thefinite aperture extent. For the geometry
of this experiment wc estimate the aperture smoothing to be 0.60, yielding a corrected variance of ¢% o= 015 rad’.
The cross coherence attributable to this value is 0.86, which is much higher than the 0.45-0.48 observed for segments
Cl and C2.

The hypothesis for the additional coherence reduction on the calibration segments is that residual guiding errors
are being manifest as OPD errors duc to the use of off-axis apertures. Guiding errors of 0.5” rms at each aperture in
the axis of the beam separation would contribute an additional 0.6 rad? of phase variance, which with the contribution
above would account for the observed cross coherence.’This seems a reasonable explanation, especially as the partia
intrusion of the delay plate and mount into the angle-tracking annulus would degrade guiding along the separation
axis.

5.3. Correlation of the measurements with atmospheric models

Beyond verification of a white-noise spectrum for the differential residuals, the other objective of this experiment was
to compare the size of the residuals with the theoretical predictions. Thus some seeing measures arc needed to supply
the parameters for Eq. (1). One straightforward seeing measure is the rms OPD fluctuations ¢, of a single star, which
are readily calculated from the laser-monitored delay-line positions, recorded at a 4-ms rate, after subtraction of the
sidereal term. These values are given in col. 7 of ‘Jable 1.4 Each has been scaled by ~5% to account for the high-pass
filtering of the finite segment length 7° The scaling (for standard deviation) is given as 1/[1 — 0.63( B/(W1T))1/3),
which can be derived from the expression for the power spectrum of the phase fluctuations (cf. Colavita et a. 1987).
These fluctuations relate to o as ¢==6.88k~2(B/r¢)*/3. Using this expression estimated values for r,, at a nominal
wavelength of 0.55 pm, and seeing A/ro, arc given incols. 9 and 10 of Table 1. These are the as-measured quantities,
uncorrected for zenith angle (given in col. 7 of the table). The mean value of r. for scgments A-Fis 21 cm at 0.55 jon-
28 cm at the observation wavelength of 700 nm - for mean seeing of ~0.54".

While a useful measure of the overall seeing, r. adone is deficient in predicting the astrometric error in a differential
measurement. As seen from kEq.(1), the astrometric error depends on an integral of the turbulence profile which
emphasizes the upper atmospheric layers, while r. is a function of an integra of an unweighed turbulence profile.
As an additional atmospheric measure wc can consider theisoplanatic angle, given by 0,= 0.31 (ro/hs/3), where
hssa=[f CEh®/3dh/ [ C2dh]3/® (Roddicret al. 1982). This weighting is much closer to that used in calculating the
astrometric error, and should be a better performance predictor, lor an interferometer with independent contributions
from each aperture, the phase-difi’crcncc variance as a function of star separation @ is given by

ohg = A0/06)° + of, (1

where the term o2 represents the additional fluctuations identified above (~0.6rad?). This expression is clearly an
approximation for this experiment with spatially separate, finite-extent apertures. However, with a 3.3" star separation,
the linear separation at, say, 10 km, will be 16 cm, which is much larger than the 2.5-cm beam separation on the ground.
in addition, the spatial separation, which will tend to increase the variance, will be offset by the aperture averaging
of the finite apertures, which will tend to decrease the variance, so that the simple expression above should be a good
approximation.

Similar to the analysis is Sect. 5.2, we can estimate the isoplanatic angle using Eqs. (11) and (1 O). The results,
scaled to 0.55 jun, are givenin col. 10 of ‘1'able 1; the mean value is 2.9". Comparison of the fina results for astrometric

*As a check, wc calculated the cross coherence between the primary narrowband and white-light channels. The measured
value for the section of data analyzed was 0.85, which is reasonable given the systematic phase-measurement errors which occur
in the white-light channel because of the wide spectra bandwid th and because of mismatches between the assumed and actua
effective wavelength (which is especially inrportant when fringe hopping occurs).

“Forthe short segment C1, 0, Was estimated from an adjacent 20-min section of data beginning at 5"93.
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Table 3. Summary of atmospheric parameters

model/obscrvation o 0o " caolll = 12 m, 6 = 3.3")
(0.55 pm) (0.55 pm) (arc see) (pas/vh)

11 ufnagel model 12cm 1.3 5408 27 % i ~2- — - 27

Mauna Kea model 2l cm 35" 3003-2/391-112 1%

Current _observations (mecan) 21 cm 2<9’ 21

error (col. 13, ‘1’able 2) with the values of 7o and 6o shows better correlation of the error with isoplanatic angle than
with coherence diameter.

T'wo numeric evaluations of Eq. (1) were presented by Shao& {;olavita(1992). One was that compu ted by Lindecgren
(1 980) for the case of a Hufnagel turbulence profile with a standard wind model, while the other used measured
turbulence and wind-velocity profiles from a seeing campaign at Mauna Kca (Roddier et a. 1990). The predictions of
the Hufnagel and Mauna Kea models for the star separation and baseline of this experiment, 27 and 15 pas/vh, resp.,
arc plotted as the upper and lower solid lines in the Allan variance plot, Fig. 5. The measured errors range from 15 to
25 pras/+v/h, with a mean value of 21 jias/vh. The mean values of astromctric error, r,, and fo for this experiment arc
summarized in Table 3 along with the predictions of the theoretical models and the seeing parameters of the assumed
profiles.

From the table the atmospheric parameters for the measured data arc seen to be similar to those of the Mauna
Kea model, but with a slightly smaller isoplanatic angle. For a uniform scaling of the turbulence profile C%(h), the
astrometric error scales with isoplanatic angle as %% Scaling the astrometric_error for the Mauna Kea profile *
the measured isoplanatic angle yields a prediction of 18 pas/vh. While, as discussed above, the isoplanatic angle is
not a complete predictor of astrometric performance, the measured 21 jpas/vh is remarkably close to this value. In
addition, both the likelihood of an underestimate of the photon-noise bias, discussed above, as well as the generaly
more clement winds at Mt. Wilson than at Mauna Kca, would tend to improve the agreement between theory and
mcasurement. To make a more rigorous comparison would require detailed simultaneous turbulence-profile and wind-
speed measurements. However, on the basis the data at hand, the measured values seem in good agreement with the
theoretical predictions,

5.4. Astrometry of @ Gem

Although not the objective of this investigation, the measurements made here allow for an accurate determination of
the separation of o Gem A-ll at this epoch. The binary separation A, Acr is related to the differential delay Az(t)
through Eq. (4). As the fixed delays introduced by the rotating plate were not know precisely, the astrometry used
only the sin /7 and cos }// terms in that expression. More precisely, the 6 data segments were used together in a single
least-squares solution for 8 parameters: the cocflicients of the sin and cos terms of the sidereal delay along with 6
constant terms. Using these coeflicients yields a solution for Aé and A« of 0.947" and 3.700", or in terms of separation
and position angle, 3.281" and 73.23°, While the formal errors for separation and position angle are small: 0.002" and
0.07°, they would be much smaller in a practical narrow-angle instrument which included metrology of the differential
delay to alow for a solution from the delay, rather than from wh at is essentialy the delay rate; au orthogonal baseline
would aso provide improved two-dimensional astrometry.

The major systematic effect which degrades accuracy is the knowledge of the narrowband filter's center wavelength,
specified by the manufacturer as 4:3.5 nm; this uncertainty should not effect the position angle. The other systematic
eflects considered seem small: baseline knowledge is ~1 O pm; differential refraction (which involves only the second-
order refraction term, as the vacuum delay lines of the Mark 111 eliminate the first-order term) is calculated to be
<1 pas; the shift of the effective wavelength of the narrowband channels due to the spectral slope of the source across
the bandpass is much smaller than the manufacturing uncertainty mentioned above; and the linear approxirnation used
in Eq. (4) introduces errors smaller than 10 pas. If required, these effects could be reduced by modeling, calibration,
or nonlinear analysis. Clearly, a long-term observing program is needed to validate the formal errors given above. For
now, wc will conservatively double the formal errors and add in the filter uncertainty (interpreted at 420) to yield
separation, position angle, and 1-¢ errors for « Gem at 1992.9589 of 3.281”4- 0.01” and 73.23°4:0.15°.
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6. Conclusion

The predictions for the astrometric error in a differential measurement of closely-spaced stars made with a long-baseline
interferometer arc quite small. Measurements with the Mark 111 interferometer have been conducted to verify some of
the predictions of the theoretical models. For a star separation of 3.3” and a baseline of 12 m, the measured residuals
correspond to an astrometric error of 21 ;1as/\/ﬁ, which is in good agreement with the predictions of tbc models. The
Allan variance of the data is consistent with white-noise behavior out to an integration time of 8 rein, a time which
was limited the length of the available data segments. While these measurements clearly cannot state that the error
is white at longer integration times, wc sec no evidence of anomaous behavior at the shorter time scales which would
pose problems at longer integration times.

A more complete understanding of the atmospheric limits to narrow-angle interferometric astrometry over a range
of star separations, baselines, and integration times, with adequate sensitivity to observe a large number of sources,
requires an instrument optimized for narrow-angle measurements. his optimization includes larger apertures, a dual-
star feed at each aperture, separate beam trains, infrared operation, and complete metrology of the optical path. The
NASA 1'01'S (Toward Other Planetary Systems) program has recently funded development of the TOPS Interferome-
tcr Technology Testbed, an instrument which includes these optimization. The goal of this instrument is to verify the
atmospheric limits and demonstrate the technology neceded to achieve narrow-angle differential astrometric accuracies
of tens of microarcseconds. With such accuracy onc could conduct an exiensive search for Jupiter- and Saturn-mass
planets around thousands of stars, as well as for Uranus-mass planets around >50 stars.

Acknowledgements. Thanks to M. Shao, X. P. Pan, and S. B.Shaklan for their assistance, and to C. A.Hummel, C.S8. Denison,
and I,. W. Rarogiewicz for help with the observations. This work was performed at the Jet Propulsion Laboratory, California
Institute of Technology, under a contract with the National Aeronautics and Space Administration.

A. Signal-to-noise ratio of the phase difference

As the signal-to-noise ratio in a single frame is too small for an unbiased calculation of the phase difference, the difference
phasor is first integrated over M frames. Let Xij,Y:; be the quadratures of the raw phasors for star 1,i “1, 2, for frame j-The
quadraturcs Xa, ¥y of the difference phasor are calculated as

Xa = Y XiyXoy+ Vi,V

J=1,M

Ya = Y XV — Vi3 Xo (A1)
y=1,M

The difference phase A¢is calculated from the integrated phasors as
Ad u arctal(%%. (A2)

The raw quadratures for the two stars have means (cf. Walkup & Goodman 197 3)

X

"
i

0s ¢,
}_/_zwiyﬂi sin ¢, (A3)

VN
n

Y.

n
i

where Ni,V;, and ¢: arc the mean photon rate pcr frame, the fringe visibility, and the instantaneous fringe phase; the factor
V2/%, rather than 1/2, arises from the usc of 4 discrete time bins during demodulation. The mean-square values of the raw
quadratures arc given by

3\'? = Y? + NiJ2
Vi o V4 Nij2. (A4)

As the raw quadrature arc statistically independent, the means of the difference quadratures are given by
Xd = ':;A/N]‘/]NQVQI‘(! COSA(/‘)

Yo = 2 MN:Vi NoVaTasin Ad, (A5)
w
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where A¢ is the average phase difference over the cohierent integration time and 1'3 is the cross coherence of the two phases, Viz.
'Y= Cxp(-trio), where Ufw is the variance of the phase difference, assumed Gaussian, during the coherent integration time.
Using Eq. (Al) and the independence of the raw quadratures, the mecan square of Xdis given by

52572

X2 = MX2X24 MM - 1)X1X,;

4 MY,QYQ2 + M(M - ])Y, Y,

4 2M*X, X,V Yo, (A6)
Substituting Eq. (A4) yields

X7 = %MN,(”XE 470+ %MNQ(}’? )

+ 3 MN N, + MY (K0 X + Vi Va). (A7)
Finally, substituting Egs. (AI) and (A3) yields
X7 - %MNIZ(MV?) MM, 2(N‘V‘)2 (A8)

+ ’;’MN]N2 -+ /\’dx
and thus the variance of Xg is given by the first three terms of this expression. The variance of Yy is identical, and both arc
denoted as o3. The SNR is defined traditionally as the mean length of the phasor divided by the standard deviation of the
orthogonal noise tcrrn, viz. SNR3 = 83 =73 /03. Let

S? = 12 NVE (A9)
L

be the square of the high-light-level signal-to-noise ratio for the individual phases. The square of the mean phasor length 74 can
be written

7 = T M?N: NoSTSITS, (A10)

and the square of the difference-ph~sc SNR is thus given by
1 MS2SiT?

T4 3574 5D)

This expression has intuitive asymptotic forms. Assume S:= S2. When photon-rich, the SNR of the difference is just Sa =

VMT'4S: /2, which is what would be expected from the difference of the two phases; when photon-starved, the SNR becomes

dependent on NPrather than N, viz. Sa=+vMT4S2/v/2.

For the data analyzed in thls paper, the SNR in the narrowband primary channel is 21, so there is little pendty in essentially
using it as the phase reference. However, were both narrowband SNRsless than unity, a better SNR for the phase difference
would result from phase referencing the narrowband channels to the phase of the wideband channel.

Using Egs. (A9) and (Al O), an estimator for the cross coherence is given by
o (,\d +YE) = MN1N2(1 4 3(SF + 52))

2 424 Al12
Ia M?2N;N,5252 (A12)

Sé = (AI])
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